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1
ADDING FIREWALL SECURITY POLICY
DYNAMICALLY TO SUPPORT GROUP VPN

BACKGROUND

A typical VPN (Virtual Private Network) is a network of
point-to-point tunnels, where a tunnel is a Security Associa-
tion (SA) between two security devices. Group VPNs have
been developed that extend current Internet Protocol Security
(IPsec) architecture to support group-shared SAs. The center
of'a group VPN includes a group server, which can be a cluster
of servers.

Currently, VPN firewall security policies are configured
statically via user configuration. If a user wants to modity
VPN behavior then the user (e.g., a network administrator)
must change the configuration manually and, thus, not in real
time. With a group VPN, member access is dynamic. Thus,
for effective implementation, configuration changes to the
firewall security policies are needed in real-time.

SUMMARY

In one implementation, a method performed by a server
device may include receiving, by a server device and from a
member device, a registration request for a group virtual
private network (VPN); sending, by the server device and to
the member device, initial security policy data; receiving, by
the server device, instructions for a policy configuration
change; and sending, by the server device and to the member
device, a push message including the policy configuration
change, where the policy configuration change includes one
or more dynamic policies to be implemented as a subset and
children of a template policy.

In another implementation, a device may include a
memory to store instructions and a processor. The processor
may execute instructions in the memory to: receive, from a
member device, a registration request for a group VPN; send,
to the member device, initial security policy data; receive
instructions for a policy configuration change; and send, to
the member device, a push message including the policy
configuration change, where the policy configuration change
includes one or more dynamic policies to be associated with
a template policy and to be implemented with a range of
source addresses or a range of destination addresses of the
template policy.

In still another implementation, a method performed by a
member device of a group VPN may include sending, by the
member device and to a group server, a registration request
for the group VPN; receiving, by the member device and from
the group server, initial security policy data; receiving, by the
member device and from the group server, a push message
including a policy configuration change where the policy
configuration change includes one or more dynamic policies
to be implemented as a subset of a template policy; associat-
ing, by the member device, the one or more dynamic policies
with the template policy; and conducting, by the member
device, a policy lookup for incoming traffic using the initial
security policy data and the one or more dynamic policies.

In another implementation, a device may include a
memory to store instructions and a processor. The processor
may execute instructions in the memory to: send, to a group
server, a registration request for a group VPN; receive, from
the group server and based on the request, initial security
policy data; and apply, to incoming traffic for the VPN, the
initial security policy. The processor may also execute
instructions in the memory to: receive, from the group server,
a push message including a policy configuration change
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where the policy configuration change includes one or more
dynamic policies to be implemented in a template policy;
associate the one or more dynamic policies with the template
policy; and apply, to incoming traffic for the VPN, the initial
security policy data and the one or more dynamic policies.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and constitute a part of this specification, illustrate one or
more implementations described herein and, together with
the description, explain these implementations. In the draw-
ings:

FIG. 1 is a diagram of an example network in which con-
cepts described herein may be implemented;

FIG. 2 is a block diagram of an example device of FIG. 1;

FIG. 3 is a block diagram of example functional compo-
nents of a group server of FIG. 1;

FIG. 4 is a block diagram of example functional compo-
nents of a member device of FIG. 1;

FIG. 5 is a diagram of example interactions among com-
ponents of an example portion of the network illustrated in
FIG. 1,

FIG. 6 is a flow diagram illustrating an example process for
providing security policy configuration updates to a member
device according to an implementation described herein;

FIG. 7 is a flow diagram illustrating an example process for
enacting security policy configuration updates from a server
according to another implementation described herein;

FIG. 8 is a flow diagram of an example policy search
routine to implement dynamic policies; and

FIG. 9 is an example configuration of a firewall security
policy according to an implementation described herein.

DETAILED DESCRIPTION

The following detailed description refers to the accompa-
nying drawings. The same reference numbers in different
drawings may identify the same or similar elements.

Systems and/or methods described herein may provide a
mechanism for providing firewall security policy changes
dynamically for members in a group VPN. In one implemen-
tation, a group server may receive, from a member device, a
registration request for the group VPN and may send, based
on the request, initial security policy data. The server device
later may send, to the member device, a push message that
includes dynamic policies to implement a policy configura-
tion change. The dynamic policies may be implemented as a
subset of a template policy configured on the member device.
The member device may receive the push message with the
dynamic policies, may associate the dynamic policies with
the template policy, and may apply the initial security policy
data and the dynamic policies to incoming traffic without the
need for a reboot of the member device.

The term “traffic,” as used herein, may refer to a flow of
packets to an interface, channel, or port. The term “packet,” as
used herein, may refer to a packet, a datagram, or a data item;
a fragment of a packet, a fragment of a datagram, or a frag-
ment of a data item; or another type, arrangement, or pack-
aging of data.

FIG. 1 is diagram of an example network 100 in which
concepts described herein may be implemented. Network
100 may include one or more group servers 110 (referred to
herein generically and singularly as “group server 110””) and
one or more member devices 120 (referred to herein generi-
cally and singularly as “member device 120”) interconnected
by a network 130. Group server(s) 110 and member device(s)
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120 may connect via wired and/or wireless connections.
Group server(s) 110 and member device(s) 120 may be con-
nected within a group virtual private network (VPN) 140.

Group server 110 may include one or more server devices,
or other types of computation or communication devices, that
gather, process, search, store, and/or provide information in a
manner similar to that described herein. For example, group
server 110 may host an interface application that may be used
to form group VPN 140 with member devices 120. Group
server 110 may manage firewall security policies for group
VPN 140. Group server 110 may distribute firewall security
policy configurations to member devices 120 and may imple-
ment procedures to ensure that policy updates sent from
group server 110 are dynamically implemented by member
devices 120. In one implementation, group server 110 may
include redundancy support, such that when one group server
110 goes down, a backup group server 110 may continue to
provide services for group VPN 140.

Member device 120 may include any device that is capable
of communicating with group server 110 and/or another
member device 120 via network 130. For example, member
device 120 may include a laptop computer, a personal com-
puter, a set-top box (STB), a gaming system, a personal
communications system (PCS) terminal (e.g., that may com-
bine a cellular radiotelephone with data processing and data
communications capabilities), a personal digital assistant
(PDA) (e.g., that can include a radiotelephone, a pager, Inter-
net/intranet access, etc.), a wireless device (e.g., a wireless
telephone), a cellular telephone, a smart phone, other types of
mobile communication devices, a global positioning system
(GPS) device, a content recording device (e.g., a camera, a
video camera, etc.), etc. In one implementation, member
device 120 may be capable of receiving (e.g., from group
server 110) push messages, such as multicast push messages
or unicast push messages. The push messages may include
updates to firewall security policies based on, for example,
activation of a template policy. Member device 120 may also
be capable of implementing the updates to firewall security
policies in a dynamic manner. Member devices 120 may be
referred to as group VPN members.

Network 130 may include a local area network (LAN), a
wide area network (WAN), a metropolitan area network
(MAN), a telephone network, such as the Public Switched
Telephone Network (PSTN) or a cellular network, the Inter-
net, an intranet, other networks, or a combination of net-
works.

Group VPN 140 may be implemented using security asso-
ciation protocols that use secure keys to permit communica-
tions among multiple group VPN members (e.g., member
devices 120) and between group servers 110 and multiple
group VPN members (e.g., member devices 120). For
example, a key encapsulation key (KEK) may be used to
protect messages between group server 110 and member
devices 120. To maintain secure communications within
group VPN 140, the secure keys may be changed (e.g., “re-
keyed”) occasionally. Group VPN tunnels may be automati-
cally set up based on traffic, and the policies for group VPN
140 may be pushed down to member device 120 from group
server 110 using, for example, KEK-encrypted messages.

In implementations described herein, group VPN 140 may
employ dynamic security policies. The dynamic security
policies can be added “on the fly” without making configu-
ration changes via a command line interface (CLI) or Web
interface. In implementations described herein, a network
administrator may configure one or more template policies.
Each template policy may be configured similar to a regular
policy (e.g., including one or more source IP addresses, des-
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tination IP addresses, source ports, destination ports, and/or
protocols that may be used to match/filter incoming traffic)
and may be included with the system (e.g., a lookup table) in
the same order is which they are configured. The templates
policy itself may notbe used (e.g., by member devices 120) to
match traffic to a particular policy, but may serve as a place
holder. Once the template policy is added (e.g., duringa VPN
registration between member device 120 and group server
110), dynamic policy changes may be implemented by push-
ing new dynamic policies to (or deleting old dynamic policies
from) the template policy on member device 120. The
dynamic policies may be associated with the correct template
policy by using a unique template policy identifier for each
template policy.

Although FIG. 1 shows example devices of network 100, in
other implementations, network 100 may include fewer
devices, different devices, differently arranged devices, and/
or additional devices than those depicted in FIG. 1. Alterna-
tively, or additionally, one or more devices of network 100
may perform one or more other tasks described as being
performed by one or more other devices of network 100. For
example, a device may function as both a group server 110
and a member device 120.

FIG. 2 is a block diagram of an example device 200, which
may correspond to one of group server 110 and/or member
device 120. As shown, device 200 may include a bus 210, a
processor 220, a main memory 230, a read only memory
(ROM) 240, a storage device 250, an input device 260, an
output device 270, and a communication interface 280. Bus
210 may include a path that permits communication among
the elements of the device.

Processor 220 may include a processor, microprocessor, or
processing logic that may interpret and execute instructions.
Main memory 230 may include a random access memory
(RAM) or another type of dynamic storage device that may
store information and instructions for execution by processor
220. ROM 240 may include a ROM device or another type of
static storage device that may store static information and
instructions for use by processor 220. Storage device 250 may
include a magnetic and/or optical recording medium and its
corresponding drive.

Input device 260 may include a mechanism that permits an
operator to input information to the device, such as a key-
board, a mouse, a pen, voice recognition and/or biometric
mechanisms, etc. Output device 270 may include a mecha-
nism that outputs information to the operator, including a
display, a printer, a speaker, etc. Communication interface
280 may include any transceiver-like mechanism that enables
the device to communicate with other devices and/or systems.

As will be described in detail below, device 200 may per-
form certain operations relating to providing security policy
configuration updates. Network device 200 may perform
these operations in response to processor 220 executing soft-
ware instructions contained in a computer-readable medium,
such as main memory 230. A computer-readable medium
may be defined as a non-transitory memory device. A
memory device may include memory space within a single
physical memory device or spread across multiple physical
memory devices. The software instructions may be read into
main memory 230 from another computer-readable medium,
such as data storage device 250, or from another device via
communication interface 280. The software instructions con-
tained in main memory 230 may cause processor 220 to
perform processes that will be described later. Alternatively,
hardwired circuitry may be used in place of or in combination
with software instructions to implement processes described
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herein. Thus, implementations described herein are not lim-
ited to any specific combination of hardware circuitry and
software.

Although FIG. 2 shows example components of device
200, in other implementations, device 200 may include fewer
components, different components, differently arranged
components, or additional components than depicted in FIG.
2. As an example, in some implementations, input device 260
and/or output device 270 may not be implemented by device
200. In these situations, device 200 may be a “headless”
device that does not explicitly include an input or an output
device. Alternatively, or additionally, one or more compo-
nents of device 200 may perform one or more other tasks
described as being performed by one or more other compo-
nents of device 200.

FIG. 3 is a block diagram of example functional compo-
nents of group server 110. In one implementation, the func-
tions described in connection with FIG. 3 may be performed
by one or more components of device 200 (FIG. 2). As illus-
trated, group server 110 may include a policy interface 300
and a policy activation manager 310.

Policy interface 300 may include hardware or a combina-
tion of hardware and software to accept and/or modify policy
configurations. For example, policy interface 300 may
include a CLI, a graphical interface, or a web-based interface
to receive changes to a policy table made by, for example, a
network administrator. Policy interface 300 may store a copy
of the policy table, and any changes, in a memory (e.g.,
memory 230) associated with group server 110. The policy
table may include, for example, configured policy entries
and/or template policy entries. Configured (e.g., regular)
policy entries may include policies with particular configu-
rations that are statically configured on member devices 120.
Policy interface 300 may receive dynamic policy entries that
may be defined to fit under a template policy, or place-holder,
within the member devices 120.

The template policy may be assigned a unique identifier or
keyword that member device 120 may recognize in the policy
table. Within the template policy one or more dynamic poli-
cies may be added. Policy interface 300 may receive one or
more new dynamic policies (e.g., entered by a network
administrator, transferred over communication interface 280,
etc.), associate the dynamic policies with the template policy
identifier, and provide the dynamic policies(s) to policy acti-
vation manager 310 for distribution to member devices 120.
In one implementation, policy activation manager 310 may
provide dynamic policies as a group update of all dynamic
policies associated with a policy template. In another imple-
mentation, policy activation manager 310 may include only
changes (e.g., additions/deletions/substitutions) related to
particular dynamic polices within a template policy.

Policy activation manager 310 may include hardware or a
combination of hardware and software to distribute secure
policy tables and dynamic policy changes to enable new
policy implementation without interruption to member
devices 120. Policy activation manager 310 may also manage
re-transmissions of dynamic policies. Policy activation man-
ager 310 may distribute initial security policies to member
devices 120 as part of a group VPN registration. For example,
policy activation manager 310 may provide initial security
policies to member device 120 as a point-to-point message
(e.g., asapull reply in response to a pull request from member
device 120). Policy activation manager 310 may later provide
dynamic updates to the security policies via unicast or mul-
ticast push messages (e.g., KEK-encrypted unicast push mes-
sages or multicast push messages). Policy activation manager
310 may distribute the dynamic updates to the security poli-
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6

cies, as generated by policy interface 300, whenever policy
interface 300 provides dynamic updates to the security poli-
cies. Dynamic updates may include, for example, policy addi-
tions, policy deletions, and/or clearing a template policy. For
example, policy activation manager 310 may initiate dynamic
updates to the security policies for group VPN 140, based on
a configuration change from a network administrator (e.g., as
supplied via policy interface 300).

Although FIG. 3 shows example functional components of
group server 110, in other implementations, group server 110
may include fewer functional components, different func-
tional components, differently arranged functional compo-
nents, or additional functional components than depicted in
FIG. 3. Alternatively, or additionally, one or more functional
components of group server 110 may perform one or more
othertasks described as being performed by one or more other
components of group server 110.

FIG. 4 is a block diagram of example functional compo-
nents of member device 120. In one implementation, the
functions described in connection with FIG. 4 may be per-
formed by one or more components of device 200 (FIG. 2). As
illustrated, member device 120 may include a policy activa-
tion client 400 and a policy engine 410.

Policy activation client 400 may include hardware or a
combination of hardware and software to manage insertion of
secure policy tables and dynamic policy changes for member
device 120. Policy activation client 400 may receive an initial
secure policy table which may be statically configured during
initialization of member device 120. Policy activation client
400 may store the policy table, and any changes, in a memory
(e.g., memory 230) associated with member device 120. The
policy table may include, for example, configured policy
entries and/or template policy entries. Configured (e.g., regu-
lar) policy entries may include policies with particular con-
figurations defined by, for example, a network administrator.
Dynamic policy entries may be defined to fit under a template
policy, or place-holder, that defines the scope of the policy
(e.g., the largest set of addressed to which a dynamic policy
may be applied). The template policy may be assigned a
unique identifier or keyword within the policy table. Within
the template policy, one or more dynamic policies may be
added.

Member device 120 may register with a server device 110
for group VPN 140. After registration, when receiving a mul-
ticast push message (e.g., from policy activation manager
310) with dynamic policy changes, policy activation client
400 may add the dynamic policy changes to a memory com-
ponent (e.g., memory 230) associated with a template policy
identifier.

In one implementation, policy activation client 400 may
compare a newly-received dynamic policy changes with a
current dynamic policy to determine if the newly-received
dynamic policy changes should be accepted. For example,
each dynamic policy change may include an identifier (e.g.,
time-stamp, versions indicator, or anther identifier), and
policy activation client 400 may compare the newly-received
identifier with the current identifier. If the new identifier is
newer than the current identifier, policy activation client 400
may cause member device 120 to accept the new dynamic
policy changes. Conversely, a “new” dynamic policy with an
equivalent or older version identifier may be discarded. Per-
forming this check of identifiers may prove especially useful
when the normal behavior is to send multiple copies of a
dynamic policy change (e.g., as push messages from group
server 110 to member devices 120 in an unacknowledged
multicast scenario).
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Policy engine 410 may include hardware or a combination
of hardware and software to implement secure policy tables
and dynamic policy changes received from policy activation
manager 310 and stored by policy activation client 400.
Policy engine 410 may not differentiate between a regular
(configured) policy and a dynamic policy once the dynamic
policy is added to member device 120. Once added, the
newly-added dynamic-policy may then appear in the policy
search if it matches traffic, which can alter the behavior of
member device 120 dynamically. No reconfiguration and re-
commit or reboot is required to add, delete, clear, etc. the
dynamic policy.

In one implementation, policy engine 410 may perform a
lookup sequence for packets received by member device 120.
If a configured policy is included first in a lookup sequence,
then policy engine 410 may match incoming packets with the
configured policy in a conventional fashion. Thus, if a packet
is matched to a regular policy before the lookup sequence
reaches a template policy, policy engine 410 may return a
configured policy for the packet. If policy engine 410 reaches
a template policy in the lookup sequence, policy engine 410
may launch a search of dynamic policies associated with the
template policy. If a matching dynamic policy is found, then
policy engine 410 may provide a dynamic policy for the
packet. If a matching dynamic policy is not found, then policy
engine 410 may continue with the lookup sequence. For
example, policy engine 410 may return a default policy, or
may continue searching for another configured policy or tem-
plate policy in the lookup sequence. Thus, the dynamic policy
may be include as part of a two dimensional search, where a
first search level includes the configured policy and policy
templates, and where the second search level includes the
dynamic policies associated with each policy template.

Although FIG. 4 shows example functional components of
member device 120, in other implementations, member
device 120 may include fewer functional components, difter-
ent functional components, differently arranged functional
components, or additional functional components than
depicted in FIG. 4. Alternatively, or additionally, one or more
functional components of member device 120 may perform
one or more other tasks described as being performed by one
or more other components of member device 120.

FIG. 5 is a diagram of example interactions among com-
ponents of an example portion 500 of network 100. As illus-
trated, example network portion 500 may include group
server 110 and two member devices 120 (referred to individu-
ally in FIG. 5 as member device 120-1 and member device
120-2). Group server 110 and member devices 120 may
include the features described above in connection with, for
example, one or more of FIGS. 1-4.

As further shown in FIG. 5, member device 120-1 and
member device 120-2 may each conduct a separate registra-
tion process (e.g., to register as part of group VPN 140) with
group server 110, as indicated by reference numbers 510.
Registrations 510 may occur simultaneously or at separate
times. As part of registration 510 process, group server 110
may receive an initial pull request from each member device
120-1 and 120-2. In response to the pull requests, group
server 110 may separately provide initial secure policy data,
as a pull reply, to each of member device 120-1 and 120-2, as
indicated by reference numbers 520. In implementations
described herein, initial secure policy information 520 may
include a lookup table including a configured policy and one
or more template policies.

After initial policy data 520, group server 110 may provide
a policy update 530 for initial policy data 520 to all active
members of the group VPN. Policy update 530 may be sent
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using a push message (e.g., separate unicast push messages or
amulticast push message) to all member devices 120 of group
VPN 140, including each of member devices 120-1 and 120-
2. In one implementation, policy update 530 may include a
template policy identifier to associate one or more dynamic
policies (e.g., included within policy update 530) with a par-
ticular template policy in initial policy data 520. Policy
update 530 may include an update for one or more dynamic
policies to be associated with a template policy identifier in
initial secure policy data 520.

Member devices 120 may receive policy update 530 and
apply policy update 530 to a template policy in initial secure
policy data 520. As soon as each of member devices 120
add/remove the dynamic policies associated with the tem-
plate policy identifier, member devices 120 (e.g., policy
engine 410) may encounter policy update 530 in a subsequent
policy lookup (e.g., for a next packet) without any need for a
reconfiguration and re-commit or reboot of member devices
120.

Although FIG. 5 shows example components of network
portion 500, in other implementations, network portion 500
may include fewer components, different components, differ-
ently arranged components, and/or additional components
than depicted in FIG. 5. Alternatively, or additionally, one or
more components of network portion 500 may perform one or
more other tasks described as being performed by one or more
other components of network portion 500.

FIG. 6 is a flow diagram illustrating an example process
600 for providing security policy configuration updates to a
member device according to an implementation described
herein. In one implementation, process 600 may be per-
formed by group server 110. In another implementation, pro-
cess 600 may be performed by another device or group of
devices including or excluding group server 110.

Process 600 may include generating initial security policy
data with one or more template policies (block 610), receiv-
ing, from a member device, a group VPN registration request
(block 620), and sending, to the member device, the initial
security policy data with the one or more template policies
(block 630). For example, as referring to communications in
FIG. 5, member device 120-1 and member device 120-2 may
each conduct a separate registration process (e.g., to register
as part of group VPN 140) with group server 110, as indicated
by reference numbers 510. Registrations 510 may occur
simultaneously or at separate times. As part of registration
510 process, group server 110 may receive an initial pull
request from each member device 120-1 and 120-2. In
response to the pull requests, group server 110 may separately
provide initial secure policy data, as a pull reply, to each of
member device 120-1 and 120-2, as indicated by reference
numbers 520. In implementations described herein, initial
secure policy information 520 may include a lookup table
including a configured policy and one or more template poli-
cies.

Process 600 may further include receiving instructions for
apolicy configuration change (block 640), and sending, via a
push message, an update for the initial security policy data
template identifier (block 650). For example, as referring to
communications in FIG. 5, after sending initial policy data
520, a network administrator may provide updates (e.g., via
profile interface 300) to initial policy data 520. Profile inter-
face 300 may provide the updates to policy activation man-
ager 310 for distribution. Group server 110 (e.g., policy acti-
vation manager 310) may provide policy update 530 for
initial policy data 520 to all active member devices 120 ofthe
group VPN. Policy update 530 may be sent using a push
message (e.g., separate unicast push messages or a multicast
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push message) to all member devices 120 of group VPN 140,
including each of member devices 120-1 and 120-2. In one
implementation, policy update 530 may include a template
policy identifier to associate one or more dynamic policies
(e.g., included within policy update 530) with a particular
template policy in initial policy data 520. Policy update 530
may include an update for one or more dynamic policies to be
associated with a template policy identifier in initial secure
policy data 520.

FIG. 7 is a flow diagram illustrating an example process
700 for enacting security policy configuration updates from a
server according to an implementation described herein. In
one implementation, process 700 may be performed by mem-
ber device 120. In another implementation, process 700 may
be performed by another device or group of devices including
or excluding member device 120.

Process 700 may include registering with a server for a
group VPN (block 710), and receiving, from the server, initial
security policy data (block 720). For example, member
device 120 (e.g., policy client 400) may receive initial secu-
rity policy data from group server 110 (e.g., policy activation
manager 310) upon registration for group VPN 140.

Process 700 may include receiving, via a push message
from the server, dynamic policies to update the policy con-
figuration (block 730) and associating the dynamic policies
with the template policy (block 740). For example, member
device 120 (e.g., policy activation client 400) may receive a
multicast push message (e.g., from policy activation manager
310 of group sever 110) with one or more dynamic policies.
The dynamic policies may include a template identifier and
policy changes that may be associated with a policy template.
Member device 120 (e.g., policy activation client 400) may
add the dynamic policy to a memory component (e.g.,
memory 230) associated with the template policy identifier.
The dynamic policies may be implemented by member
device 120 (e.g., policy engine 410) in real time.

Process 700 may include applying lookup procedures to
the updated policy configuration (block 750). For example,
member device 120 (e.g., policy engine 410) may implement
dynamic policy changes received from group server 110 (e.g.,
policy activation manager 310) and stored by policy activa-
tion client 400. Member device 120 may not differentiate
between a regular (configured) policy and a dynamic policy
once the dynamic policy is added to member device 120. The
newly-added dynamic policies may then appear in the policy
search if one of the dynamic policies matches incoming traf-
fic, which can alter the behavior of member device 120
dynamically. No reconfiguration and re-commit or reboot is
required to add, delete, clear, etc. the dynamic policy.

FIG. 8 provides an example of a policy search routine to
implement dynamic policies. In one implementation, the pro-
cess of FIG. 8 may be applied to process block 750 of FIG. 7.
As shown in FIG. 8, process block 750 may include perform-
ing a security policy lookup for an incoming packet (block
800). If there is a match with a configured policy (block
810—YES), the configured policy may be returned as a
match policy (block 820). If there is not a match with a
configured policy (block 810—NO), it may be determined if
the packet is within the scope of a template policy (block
830). For example, assuming a configured policy is included
first in a lookup sequence, member device 120 (e.g., policy
engine 410) may match incoming packets with the configured
policy in conventional fashion. Thus, if a packet is matched to
a regular policy before the lookup sequence reaches a tem-
plate policy, policy engine 410 may return a configured policy
for the packet. If policy engine 410 does not find a match in
the configured policies, policy engine 410 may reach a tem-
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plate policy in the lookup sequence. The template policy may
have a designated placeholder range that is a superset of all
dynamic policies within the template policy.

If the packet is not within the scope of the template policy
(block 830—NO), adefault policy may be returned as a match
policy (block 840). If the packet is within the scope of the
template policy (block 830—YES), a first dynamic policy
within the template policy may be searched (block 850). For
example, member device 120 (e.g., policy engine 410) may
apply a default policy if there the packet is not within a
designated range of the template policy. But if the packet is
within the scope of the template policy, policy engine 410
may launch a search of dynamic policies associated with the
template policy. The search of the dynamic policies may be
conducted as a second tier search, according to the sequence
of dynamic policies.

Ifthere is a match within the dynamic policy (block 860—
YES), the dynamic policy may be returned as a match policy
(block 870). If there is not a match within the dynamic policy
(block 860—NO), it may be determined if more dynamic
policies are available to be searched (block 880). If more
dynamic policies are available to be searched (block 880—
YES), a next dynamic policy within the template policy may
be searched (block 850). If no more dynamic policies are
available to be searched (block 880—NO), a default policy
may be returned as a match policy or the search may be
continued (block 890). For example, if a matching dynamic
policy is found, then policy engine 410 may apply a dynamic
policy for the packet. If a matching dynamic policy is not
found, then policy engine 410 may return a default policy, or
may continue searching for another configured policy or tem-
plate policy in the lookup sequence. Thus, the dynamic policy
may be included as part of a two dimensional search, where a
first search level includes the configured policy and policy
templates, and where the second search level includes the
dynamic policies associated with each policy template.

FIG. 9 is an example configuration 900 of a firewall secu-
rity policy to illustrate a relationship between a configured
policy, a template policy, and dynamic policies. As shown in
FIG. 9, configuration 900 may include configured policies
910-1 and 910-2 (referred to herein collectively as “config-
ured policies 910” and generically as “configured policy
910”) and a template policy 920. Two configured policies 910
and one template policy 920 are shown in FIG. 9 for simplic-
ity. In practice there may be fewer policies, different policies,
differently arranged policies, and/or additional policies than
depicted in FIG. 9.

A member device (e.g., member device 120) of a group
VPN (e.g., group VPN 140) may conduct a policy search on
incoming traffic using configuration 900. For example, mem-
ber device 120 (e.g., policy engine 410) may attempt to match
an incoming packet (not shown) to configured policy 910-1,
then to template policy 920, and then to configured policy
910-2. If there is no match for any of configured policy 910-1,
template policy 920, or configured policy 910-2, member
device 120 may apply a default policy (not shown) to the
packet.

Configured policies 910 may include conventional policies
as configured by, for example, a network administrator. Con-
figured policies 910 may include one or more source IP
addresses, destination IP addresses, source ports, destination
ports, and/or protocols that may be used to match/filter
incoming traffic. Configured policies 910 may not be changed
within member device 120 without performing a reconfigu-
ration and re-commit sequence and/or a reboot sequence.

Template policy 920 may define a range of information to
which packets may be matched. The range of information
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(e.g., ranges 922 and 924) may be configured by, for example,
anetwork administrator and may not be changed within mem-
ber device 120 without performing a reconfiguration and
re-commit sequence and/or a reboot sequence. As shown in
FIG. 9, template policy 920 may include a range 922 of source
addresses (e.g., 10.0.0.0/8 t0 165.154.0.0/16) and a range 924
of destination addresses (e.g., 10.0.0.0/8 to 168.155.0.0/16)
that define the scope of template policy 920. Additionally, or
alternatively, other information, such as source ports, desti-
nations ports, and/or protocols may also be used to define a
scope of template policy 920.

Template policy 920 may also include dynamic policies
926. In implementations described herein, dynamic policies
926 may be pushed down to member device 120 (e.g., from
group server 110) and implemented by member device 120
within template policy 920 without performing a reconfigu-
ration and re-commit sequence and/or a reboot sequence.
Dynamic policies 926 may be added to and deleted from
template policy 920 as individual dynamic polices (e.g.,
“dynamic policy 1”) or as groups of dynamic policies (e.g.,
“dynamic policy 1,” “dynamic policy 2,” and “dynamic
policy 3”).

Each dynamic policy 926 may be a subset (or an entire set)
of'a scope defined for template policy 920. For example, the
source address (e.g., “10.1.1.0/24”) and destination address
(e.g., “20.1.1.0/24”) for “Dynamic Policy 1” may be within
ranges 922 and 924, respectively. [f member device 120 (e.g.,
policy engine 410) matches a packet to template policy 920
during a lookup sequence, member device 120 may then
apply dynamic policies 926 (e.g., in the sequence provided) to
identify a match. One or more of dynamic policies 926 may be
added, deleted, changed, etc. in real time (e.g., in response to
a push message from group server 110). For example, if
member device 120 receives a push message with a replace-
ment set of dynamic policies 926, member device 120 may
simply apply the replacement set to a lookup sequence for a
subsequent packet.

Systems and/or methods described herein may provide
dynamic security policy updates for members in a group
VPN. A group server for the system and/or methods may
receive, from a member device, a registration request for the
group VPN and may send, to the member device, initial
security policy data. The group server for the system and/or
methods may receive instructions for a policy configuration
change and may send, to the member device, a push message
that includes dynamic policies to implement the policy con-
figuration change. The dynamic policies may be implemented
as a subset of the template policy configured on the member
device. The member device for the system and/or methods
may receive the push message with the dynamic policies, may
associate the dynamic policies with the template policy, and
may apply the initial security policy data and the dynamic
policies to incoming traffic without the need for a reboot of
the member device.

The systems and/or methods described herein may thus
implement changes to firewall security policies without user
intervention and on a real-time basis. New policies may be
automatically validated and multiple dynamic policies asso-
ciated with a template policy may be enabled/disabled in a
single operation.

The foregoing description of example implementations
provides illustration and description, but is not intended to be
exhaustive or to limit the invention to the precise form dis-
closed. Modifications and variations are possible in light of
the above teachings or may be acquired from practice of the
invention.
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For example, while series of blocks have been described
with respect to FIGS. 6-8, the order of the blocks may be
varied in other implementations. Moreover, non-dependent
blocks may be implemented in parallel.

It will be apparent that embodiments, as described herein,
may be implemented in many different forms of software,
firmware, and hardware in the implementations illustrated in
the figures. The actual software code or specialized control
hardware used to implement embodiments described herein
is not limiting of the invention. Thus, the operation and
behavior of the embodiments were described without refer-
ence to the specific software code—it being understood that
software and control hardware may be designed to implement
the embodiments based on the description herein.

Further, certain implementations described herein may be
implemented as a “component” that performs one or more
functions. This component may include hardware, such as a
processor, microprocessor, an application specific integrated
circuit, or a field programmable gate array; or a combination
of hardware and software.

It should be emphasized that the term “comprises” and/or
“comprising” when used in this specification is taken to
specify the presence of stated features, integers, steps, or
components, but does not preclude the presence or addition of
one or more other features, integers, steps, components, or
groups thereof.

Even though particular combinations of features are
recited in the claims and/or disclosed in the specification,
these combinations are not intended to limit the disclosure of
the invention. In fact, many of these features may be com-
bined in ways not specifically recited in the claims and/or
disclosed in the specification.

No element, act, or instruction used in the description of the
present application should be construed as critical or essential
to the invention unless explicitly described as such. Also, as
used herein, the article “a” is intended to include one or more
items. Where only one item is intended, the term “one” or
similar language is used. Further, the phrase “based on,” as
used herein is intended to mean “based, at least in part, on”
unless explicitly stated otherwise.

What is claimed is:
1. A method comprising:
sending, by a device, a registration request to register the
device to be part of a group virtual private network
(VPN);
receiving, by the device, initial security policy data after
sending the registration request,
the initial security policy data being associated with a
first version;
receiving, by the device, information regarding a policy
change to be implemented by the device without reboo-
ting or reconfiguring the device,
the policy change being associated with a second version
that is different from the first version,
the policy change being associated with one or more
dynamic policies to be implemented as a subset of a
template policy that is included in the initial security
policy data, and
the template policy defining one or more ranges of
addresses associated with the subset and one or more
other subsets of the template policy;
associating, by the device, the one or more dynamic poli-
cies with the template policy to obtain updated security
policy data;
performing, by the device, a security policy lookup for
an incoming packet;
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determining that there is no match with a configured policy
based on the security policy lookup for the incoming
packet;
determining whether the incoming packet is within a
scope of the template policy in response to determin-
ing that there is no match with the configured policy;
and
selectively applying the template policy or a default
policy to the incoming packet without rebooting the
device by:
applying the template policy to the incoming packet
in response to the incoming packet being within the
scope of the template policy and without rebooting
the device, or
applying the default policy to the incoming packet in
response to the incoming packet not being within
the scope of the template policy and without reboo-
ting the device.
2. The method of claim 1, where associating the one or
more dynamic policies with the template policy includes:
associating the one or more dynamic policies with the
template policy in real-time without rebooting or recon-
figuring the device before applying the policy based on
the updated policy data.
3. The method of claim 1, where the subset of the template
policy is associated with one or more of:
a range of source ports,
a range of destination ports, or
a range of protocols within the template policy.
4. A device comprising:
a memory to store a plurality of instructions; and
a processor to execute the plurality of instructions in the
memory to:
send, to a server, a registration request for the server to
register the device to be part of a group virtual private
network (VPN);
receive, from the server and based on the registration
request, initial security policy data,
the initial security policy data being associated with a
first version;
apply the initial security policy to first incoming traffic;
receive, from the server, information regarding a policy
update to be implemented by the device without
reconfiguring or rebooting the device,
the policy update being associated with a second ver-
sion that is different from the first version,
the policy update being associated with one or more
dynamic policies to be implemented as a subset of
atemplate policy that is included in the initial secu-
rity policy data, and
the template policy defining one or more ranges of
addresses associated with a subset of the template
policy;
associate the one or more dynamic policies with the
template policy to obtain updated security policy
data;
perform a security policy lookup for an incoming
packet;
determine that there is no match with a configured policy
based on the security policy lookup for the incoming
packet;
determine whether the incoming packet is within a scope
of'the template policy in response to determining that
there is no match with the configured policy; and
selectively apply the template policy or a default policy
to the incoming packet without rebooting the device,
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when selectively applying the template policy or the
default policy to the incoming packet, the processor
is to:

apply the template policy to the incoming packet in
response to the incoming packet being within the
scope of the template policy and without rebooting
the device, or

apply the default policy to the incoming packet in
response to the incoming packet not being within
the scope of the template policy and without reboo-
ting the device.

5. The device of claim 4, where, when associating the one
or more dynamic policies with the template policy, the pro-
cessor is to:

determine a policy identifier based on the information

regarding the policy update,

identify the template policy based on the policy identifier,

determine that the policy update is newer than the template

policy, and

associate the one or more dynamic policies with the tem-

plate policy after determining that the policy update is
newer than the template policy.

6. The device of claim 4, where, when receiving the initial
security policy data, the processor is to:

receive, as a reply to the registration request, a point-to-

point message that includes the initial security policy
data.

7. The device of claim 4, where, when receiving the infor-
mation regarding the policy update, the processor is to:

receive, as a reply to the registration request, a multicast

push message that includes the information regarding
the policy update.

8. The method of claim 1, where receiving the information
regarding the policy update comprises:

receiving an encrypted message that includes the informa-

tion regarding the policy update that is encrypted with a
key encapsulation key (KEK).

9. The method of claim 1, where the one or more ranges of
addresses include a range of source addresses and a range of
destination addresses.

10. The device of claim 4, where the subset of the template
policy is associated with a range of protocols within the
template policy.

11. The method of claim 1, where associating the one or
more dynamic policies with the template policy includes:

determining an identifier based on the information regard-

ing the policy change,

identifying the template policy based on the identifier,

determining that the policy change is newer than the tem-

plate policy, and

associating the one or more dynamic policies with the

template policy after determining that the policy change
is newer than the template policy.

12. The method of claim 1, where receiving the initial
security policy data comprises:

receiving, as a reply to the registration request, a message

that includes the initial security policy data.

13. The method of claim 12, where the message includes a
multicast push message.

14. The device of claim 4, where, when associating the one
or more dynamic policies with the template policy, the pro-
cessor is to:

associate the one or more dynamic policies with the tem-

plate policy in real-time without rebooting or reconfig-
uring the device.

15. A non-transitory computer-readable medium storing
instructions, the instructions comprising:
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one or more instructions that, when executed by at least one
processor of a device, cause the at least one processor to:
send a registration request to register the device to be
part of a group virtual private network (VPN);
receive, after sending the registration request, initial
security policy data,
the initial security policy data being associated with a
first version;
receive information regarding a policy change to be
implemented by the device without reconfiguring or
rebooting the device,
the policy change being associated with a second
version that is different from the first version,
the policy change being associated with one or more
dynamic policies to be implemented as a subset of
atemplate policy that is included in the initial secu-
rity policy data, and
the template policy defining one or more ranges of
addresses associated with a subset of the template
policy;
associate the one or more dynamic policies with the
template policy to obtain updated security policy
data;
perform a security policy lookup for an incoming
packet;
determine that there is no match with a configured policy
based on the security policy lookup for the incoming
packet;
determine whether the incoming packet is within a scope
of'the template policy in response to determining that
there is no match with the configured policy; and
selectively apply the template policy or a default policy
to the incoming packet without rebooting the device,
the one or more instructions to selectively apply the
template policy or the default policy to the incoming
packet comprising:
one or more instructions that, when executed by the at
least one processor, cause the at least one processorto:
apply the template policy to the incoming packet in
response to the incoming packet being within the
scope of the template policy and without rebooting
the device, or
apply the default policy to the incoming packet in
response to the incoming packet not being within
the scope of the template policy and without reboo-
ting the device.
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16. The non-transitory computer-readable medium of
claim 15, where the subset of the template policy is associated
with a subset of ports.

17. The non-transitory computer-readable medium of
claim 15, where the one or more instructions to associate the
one or more dynamic policies with the template policy com-
prise:

one or more instructions that, when executed by the at least

one processor, cause the at least one processor to:

determine that the policy change is newer than the tem-
plate policy, and

associate the one or more dynamic policies with the
template policy after determining that the policy
change is newer than the template policy.

18. The non-transitory computer-readable medium of
claim 15, where the one or more instructions to associate the
one or more dynamic policies with the template policy com-
prise:

one or more instructions that, when executed by the at least

one processor, cause the at least one processor to:
associate the one or more dynamic policies with the tem-
plate policy in real-time without rebooting the device.
19. The non-transitory computer-readable medium of
claim 15, where the one or more instructions to receive the
information regarding the policy change comprise:
one or more instructions that, when executed by the at least
one processor, cause the at least one processor to:

receive an encrypted message that includes the information
regarding the policy change that is encrypted with a key
encapsulation key (KEK).
20. The non-transitory computer-readable medium of
claim 15, where the one or more instructions to receive the
information regarding the initial security policy data com-
prise:
one or more instructions that, when executed by the at least
one processor, cause the at least one processor to:

receive, as a reply to the registration request, a point-to-
point message that includes the initial security policy
data.

21. The device of claim 15, where the subset of the template
policy is associated with a range of protocols within the
template policy.



